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Key Takeaways

Realtime multimedia traffic: 5% -> 17%

FEC -> Extra bandwidth can be leveraged for redundant coding

Global Optimization -> Overall QoE maximization of MRVS can only be
achieved through server-driven approaches

\ 4

Server-driven joint loss and bitrate adaptation framework in multiparty
realtime video streaming services towards maximized global QoE.

This talk: Multi-party real-time video streaming services
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Unsatisfied QoE in Multi-party Realtime Streaming
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1. Packet loss problem caused by unreliable transmission leads to delay increase

and visual quality degradation.

2. Limited network resources problem arises in transforming from two-party to
multi-party communication.

3. Coordinate the transmission behaviors of different parties to maximize the overall

QotE.
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Insights

» The opportunity arises in comprehensively fine-tuning different QoE
metrics (bandwidth, delay, video quality) to optimize user QoE in the
multi-party real-time streaming system.



Insights

» Our insights :

1. Packets with bit error or packet loss can be tolerated at the expense of
video quality to avoid retransmission and further improve QoE.
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(a) 480p video with 1% loss (b) 480p video with 2% loss
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(c) 1080p video with 1% loss (d) 1080p video with 2% loss

Fig. 2. Visnal effects when multiple viewers experience different loss rates.



Insights

» Our insights :

2. Extra bandwidth can be leveraged for redundant coding such that loss can be
corrected without retransmission.
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Insights

» Our insights :

3. Overall QoE maximization of MRVS can only be achieved through server-
driven approaches.
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The SJA Framework
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3 Solution

® Every Sender generates an uplink video stream

® Multiple bitrate layers are uploaded to the video
chunk memory in the cloud server

© The cloud server does the orchestration.

o The Server Control Unit in the cloud server
collects state information and does the SJIA
algorithm, deciding bitrates and coding
redundancy levels

© Downlink streams are forwarded to corresponding
receivers

@ Receivers play videos

@ © Information feedback



Formulation of QOE maximization problem
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Lyapunov-based Relaxation
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3 Solution

One-variable subproblems with linear constraints
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The SJA Framework
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» Redundant Encoding 2 end for
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» Global QoE Optimization The SJA algorithm
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Evaluation

> Performance with Real-world Dataset:
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» SIJA outperforms all the baselines with higher QoE

» SJA achieves more stable and concentrated QoE scores



Conclusion

» SJA: combines loss adaptation and bitrate adaptation with global
QoOE optimization.

» It uses server-driven architecture with Lyapunov-based
Relaxation and SJA algorithm.

» Extensive trace-driven experiments confirm SJA’s superiority with
an 18.4% ~ 46.5% improvement.



